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COMPUTER COMPARISON OF PICTURES

by

Lynn H. Quam

ABSTRACT: This dissertation reports the development of digital computer
techniques for detecting changes in sccenes by normalizing and
comparing pictures which were taken from different camera
positions and under different conditions ol illumination. The
pictures are first geometrically nurmalized to a common point
of view. Then they are photomeitrically normalized to eliminate
the differences due to different illumination, camera character-
istics, and reflectance properties of the scene due to different
sun and view angles. These pictures are then geometrically
registered by maximizing the cross correlation between areas in
them. The final normalized and registered pictures are then
differenced point by point.

The geometric normalization techniques require relatively
accurate geometric models for the camera and the scene, and
static spatial features must be present in the pictures to allow
precise geometric alignment using the technique of cross correla-
tion maximation.

Photometric normalization also requires a relatively accurate
model for the photometric response of the camera, a reflective
model for the scene (reflectance as a function of the illumina-
tion view, and phase angles) and some assumptions about the
kinds of reflectance changes which are to be detected.
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These techniques have been incorporated in a system for
comparing Mariner 1971 pictures of Mars to detect variable
sur face phenomena as well as color and polarization differ-
ences. The system has been tested using Mariner 6 and 7
pictures of Mars.

Although the techniques described in this dissertation were
developed for Mars pictures, their use is not limited to
this application. Various parts of this software package,
which was developed for interactive use on the time-sharing
system of the Stanford Artificial Intelligence Laboratory,
are currently being applied to other scenery.
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CHAPTER 1
INTRODUCTION

The genera| plcture oompar|son problem I's to
geometrical(x and photometricaliy normalize and reg|ster
Images so that trye ulffarences |n the scane can be
determiped, rather than differences |In csondlitions of

viewlng, and to anajyze these d|fferences,

The geometrlic analysis of photographs belongs to the
sclence of analytical photogrammetry (Doy|e [1966]), which
general|y deals with the trlangulation of aerlal photographs
to generate topographic maps, Most results In thi|s fle|d,
however, are approx|mat|ons which solve sultably |Inear|zed
versions of the equations, Even nreglecting this defliclency,
these technjaues are of ||ttle use except when extremely

accurate mode|s exlist for the camera.

Mi|ltary aerla| reconnalsance probably represents theg
maJor current application of pPlcture comparison technology,
Most of the known techniques |n this fleld rely on manually

operated, anajog Image correjators, and var|ous other anajog



haraware, There [s |[tt|le In the |[terature to deseribe
what digltal computer teohniques, I|? any, have Dbeen

developed for thls purpose,

The system described In this dissertation le the on|y
system known to solve the problems of [mage normallzat|on

and reglstration,

I,A THE MARINER 1974 MARS MJ}SSION [1)

The primary objectives of the Mariner Mare 1971 Project
are the observation and mapping of Mars by two orb|ting
spacecraft beginning |n November of 1971 anJ continuing for

at |east 90 days (JPL [1970]),
An orblter has the advantags over f|yby mi|ssions, such

(1) Mariner 8 was launohed from Cape Kennedy on May 8, 1971,
and falled to make Earth orblt, Therefore, the nomina|
Mar|ner ‘71 mission plans must be ohanged, It |s not known
at this time whether the Varlab|e Features Mission, whigh !'s
the purpose of th|s research, wli| be attempted, Since most
of ¢this dlesertat|ion was written before May 8, many of the
verb tenses referring to the Mariner ‘71 Mission ehould be

ohanged to refleot the current sltuation,
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as the Mariner Mgrs 1964 and 1969 missions, that
observations from orblit can be made over an extended perlod
of time, thus permitt|ng the study of tempora! c¢hanges on

the Martian surface,

The Mariner IV, VI, and VI] miss|ons could make oan|y
IImited observations of the surface of Mars because they
were In the planet’s viclinity for a very short time, To
accurulate more extens|ve data |t |s necessary to orblt Mars
as planned [n the Mar|ner ’'71 M|ssion, or orb|t and |and as

p'anned |n the 1975 Viking mission,

The two ldentica| Mariner 71 spaceoraft wl|| perform
separate missions designated as m|ssions A and 8, M|ssion A
I's primarily devoted to routine mapping, attempting to v/ew
a large portion of the surface of Mars w|th the highest

possible regolution,

Missljon B |3 oprimarlly devoted to studyling time
var|able features of the Martian atmosphere and surface, 1%
will utiilze an orb|t which w|l| glve repeated coverage of
several dlfferent surface areas under essant|a||y constant
I1lurlnation angle, view angie, and spaceoraft altitude
(Sagan [1969]), Wlth such an orblt, |t Is possible to study
these areas of the surface to detect changes durlng the

90~cay mission,
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The types of changee which are expeoted are elther
transient or dlurnally or seasonajlly recurrent, Transient
phenomena that have been observed on Mars Inolude <clouds,
hazes, and bright spots, White ¢cloude have been seen of g||
s|zes and Shapes, ferom terminator haze jasting a few hours
to dense, 1200-mije glants |asting days or weeks, Ye||ow
clouds vary from smal|, dense, orange Or yeljow obdJects
lasting from one to a few days, to objects which start |arge
and grow jarger unt]| they become a yellow vel|l covering
most Of Mars and |asting a month or more, These ye||ow
clouds are almost universal|y acoepted as being dust olouds,
The Mariner ‘71 television observations wil| yle|d data on

atmospherlc olrculation by following cloud movement,

The most obvious seasonal c¢hanges on the Martjan
eurface |[nvoilve the polar caps and the wave of darkening,
The siurface also exhlblits seasonal changes |n color and even
changes |n the size, shape, and Interna| appearance of the

var|ous dark areas on the planet,

The polar caps are bhe|jeved to be deposits of solld
carbon dloxide condensing during the fal| and winter In each
hem|sphere and then sybiiming during the spring and summer,
From many blologlical polnts of view, the receding polar cap
Is a looale of great |[nterest, and wi|| be observed duri|ng

the Mar|ner 71 miss|on,



The wave of darken|ng |s probably Mars’ greatest enigma
and IS the most dynamlic event on the pjanet, [t has besn
described as a progress|ve deci|ne |In the reflectivity of
the dark surface areas f(and Ingrease In contrast with
eurrounding bright areas) starting |n local springtime from
the edge of the vaporlzing polar cap, and moving toward and
across the equator, Whether the darkening actually occurs
as a "wave" from the pole has been argued, This darken|ng
might also be aocompanled by color and pojarization changes,
According to the blologloal explanation for these seasonal
changes, Martian organisms Inhablt the dark reglons, and
thelr springtime growth |In response to the |ncreased
temperatyures and humidities is the oause of the darkening
svents, Several ajternative non-b|ojoglical hypotheses have
been proposed, Including one |n whioh seasonmal c¢hanges In
wing patterns (due elther to mer|dlonal c¢lrgulation or
dust=devl|s) redistrlbute the particle sizes In the bright

and dark areas and produce the albesdo changes,

In selecting sclentiflo objectives for the Mariner 71
Misslon, the study of the wave of darken|ng was singled out
for speclal conslideration, since during the 1970 to 19802
decade, the wave of darkening In the southern hem|sphere can
only be observed |n 1971, The southern hemiSphere contalns
most oO0f the permanent|y dark reglons and IS considered the

more I(nteresting hnemisphere In whloh to study thils



phenomsnon,

The two spacecraft are |dent|cul and ocontaln a varjety
of sclentific Inetruments Including twe te|ayvision cameras,
an ultraviojet spsctrometsr, an Infrared |nterferometer, and
an Infrared radlometer, In terms of volume of data
collected, the tejevision exper|ment data will| outwelgh aj]

other data by severa| orders of magnltude,

The two te|evision cameras are desjgnated as cameras A
and B, Ths A camera has a fooal |ength of 58 mm, glving J¢
an 11 by 14 degree angular fleld of view, The H camera has
a focal |ength of 508 mm glving It a 1,1 by 1,4 degree fle|d
of view and henoe 12 times the rescjution, Camera A has a
oolleotion of 8 cojor and pojarization f||ters whioh can be
arbltrarlly seleoted, The B oamera has a single f]lxed
(minus blue) color fliter, The wave of darkening and other
varlable surface features wi|| be studled primarliy using A
oamera plotures which are taken before perjapsie when the
sun and spaceoraft vectors are near|y vertloal to the
surface |n the area Dbsing photogoraphsd, thue minim|zing
unoertainties due to |lght soattering, Most of these
plotures wl|l be taken under an orange color fliter which,
on the basle of ground obesrvations, should maks |t easiest

to detect ohangoes In albedo,

The telev)sion ocamerae are vidlecons, which are
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shuttered at speeds ranging from 6 to 192 m|i|Iseconds, The
Image on the vidicon target Is digitized In 42 seconds |n a
format of 9 blits oper polnt, 832 polnts per |Ine, ard 770
ilnes per frame, DOj|glt|ized samples are stored on a diglte|
magnetic tape recorder which oan hnold approximate|y 36
olctures unt|| |t Is possible to transmit the oplctures ¢o

Earth,

tach spacecraft has a radlo rece|ver whigh |s used to
oontro|l such things as propulsfon, sScan platform siewing,
color fliter selection, camera shuttering, and tape recorder
playback (and transmission), Each spaceoraft also conta|ns
& 12 or 20 watt 230p MHz radio transm|tter which durlna most
of the miss|on w||| be able to transmit exper|ment and
spaceoraft data to the 210 foot Goldstone antenna at a 16
kbps (k||o=blts per seoond) rate, At this rate, each
oloture requires about 5 minutes transmission time, A dally
tape recorder load consists of about 36 nlctures, whioh w|||
reaulre a transmission time of 3 hours, This |s about the
longest perlod of contlinuous communication between the
spacecraft and Goldstone whloh can be guaranteed on every

orblt, (Brlggs [1971)),

To maximlze the sclent|f|ic return from the Mar|ner ‘7%
misslon, It |Is necessary to contro| the plcture tak|ng
sequence to ooncentrate surface ooverage In thosSe surface

areas which show the greatest varlab|llty, Th|s requlres



that plotures recelved at Earth be enalyzed as aulckly and
sensitively as possible to detect differences from previous
plotures of the same area, This dissertation |3 the result
of researoh In the development of diglital computer
teghnlaues to perform suoh analys|s on pletures from the

Mariner 71 mission,

1,8 A SOLUTJON TO THE MARS PICTURE COMPARISON PROBLEM

In response to the needs of the Mariner ‘71 Variable
Features Team, image processing *echniques have been
developed by the author at the Stanferd Univers |ty
Artiflola) Intel||gence Project, utitlzing & PDPeip
Interactive time=shar|ng computer system, These techniques
have been Integrated Into a eystem which compares palrs of
Images taken at different times, from different spaceoraft

positions, and perhaps even different spacccraft,

Flgure 1=1 shows the structure of the system, In this
flgure, the rectanguiar Dblocks Indlcate programs which
Implement the teohnlaues desoribed In this paper, Where
appropriate, the bplook contalns the chapter or segt|on
aumber where the technlaue I8 described, Oval blooks

Indlcate data (usua|ly plotures),

GEOMETRIC NORMALIZATION: S|nce the Images are different

perspeotive views of a spherolds with no surface ejevations

I
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essumed, a geometric normallzation |13 reaulired to rojaty
oommon  surfaoe polnts, In partioujar, each |Image Is
transformed to the same orthographic proJection of the
spherolag, If there were no errors In our knowledge of the
spacecraft pos|tion and orjentat|ion, and no geometrlc
distortions |n the optical and e|eotronio systems of the TV
camera, and |f our obJect were a perfect spherold, then the
two norma||zed Images should be In exact geometrlc
correspondenoce, Chapter Il describes geometrlc

norrmallzation |In detall,

GEOMETRIC REGISTRATIONI Unfortunately, many sources of
geometr|ec arrors ox|st, wlth spacecraft orlentat|on
oontributing the |argest error, In order to remove these
geometric allgnment errors, It |Is necessary to ajlgn
geometr|cally corresponding areas (features) |In the two
Images, A technique was deve|oped which displaces one Image
relative to the other, searoh|ng for a (dx, dy) transliat|on
vector whioh maximlizes the cross correlation of the Images
over a speciflied area, MaxImum cross correlation occurs

when the |mages are properly reglstered In that area,

If we know the (dx, dy) trans|atlon necessary to
properiy reglister every polnt In the geometrioal]|y
norma|lzed Images, then we ocan anaiyze the [mages polint by

point for differences,

10
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The assumption |s made that the misregistration vectior
as a safunctlion of position |In the Image, |s a smooth
continuous functliont which can be modejed by Ilow order
polynomials |n two varlables, This assumption |s raallstlc
it the rode| of the object Is accurate (|,0, surfacw
elevations are smal| or v|ew angjes are simijar) and I f

optieal and electronic distortions are smooth and

continuous,

In pract|ce, when we perform a |east squares f|t of |ow
order polynomials In two vaplabjss to a set of optime!
tranelation vectors on normallzed Mariner 6 and 7 Images, we
get very small residual errors, In particufar, when fitting
{st order polynomia|s (whioh have 3 degrees of freedom) to
from 12 to 102 data polnts, we wusually get residual
s|lgnment errors of |ess than one oDploture un|t (pixel)
standard deviation, This, at least emplrically, Indloates
that the predominant scuroes of error cause a sSmooth and
continuous misallgnment between the two |mages, For Mar|ner
6 and 7, the known geometric errors are oprimarily I n
spacecraft (camera) orlentatiuvn, which would oause primar||y
a transjat|/onal, and to a |esser degree, rotat|ona|
misallgnment between two [mages, and therefore ist order

polynomials In two varlables are a good approx|mation,

Having an accurate mode| for the misallgnment between

the two Images, wWe c¢an reocalculate the orthographlc

11
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projection for one of the Images, taking Into account (he
misallanment mode|, The resujting |mages wil| be registered
to the accuracy of the misregistration mode|. Chapter 11

deacr |bes geometrio registrat|on In detal |,

PHOTOMETRIC NORMALIZATION! S|nce the Images are taken
under different ||jumination and view ang es, a photometr|e¢
correction Is reaulred to relate ||ght Intens|ty levels
reoeived at the camera to a|bedo on the surfaoe, If tnere
were Nno errors In oyur knowledge of the |Ight soatter|ng
functlon at each 1ocatlen on the planet, and no errors |n
the photometric response of the vidicon, then, In theory, wsa
should be able tc preclse|y determine the albedo at each
polnt In the Images and perform ajbedo compar|sons to detect
variable features, Chapter IV describes photometrlc

normallzation In detall,

PHOTOMETRIC REGISTRATION: Oetecting varjable featyres
necessitates a high degree of photometrlo acouraoy, since
some of the variations antlolpated are rejative|y small (5X
or |ess) albedo changes over rather |arge areas of the
planet, These albedo changes may |[ncrease the contrast
between two arsas, or may enly change tha average abso|ute
I1ght level In both areas, If the errors and/or nolise |n
the callbration of the camera system are |arger than the
albedo ohanges to be deteoted, then we must |mprove the

oajlbration using Information In the |mages,

12
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The known repeatable sources of photometrjc errors are
such things as vidleon shadlng (non=un|form response) and
resldua| Images, both of whieh oan be handled In a
systematic manner (1], The primary sources of error whloh
cannot be predioted are an absojute galn error, and an
absolute offset error resemb|ing soattered Iight, These
errors, whioh may be caused e|ther by errors |n camera
ca|lbration, or by errors |n the 1|ght scattering mode| for
the surface, glve a system output Y as a function of | lght

Inout X ast Y s aX + b,

Using thie model for the ophotometric misregistration
tunction, we oan ohoose areas [n the two Images which are

assurmed to be photometrically equivalent and eclive for a

oomblned galn and offset error which wlj|i minimlze the
differenos between the areas using conventional |east
squares technlques, Chapter V descrlibes photometric

{1] JPL has prooessed the Mar|ner ’69 Images to reduce these
errors, Noneuniform vidicon response |Is corrected from
extenslive callbration tables for the vidlcon, Residual
images are the contrlbutions of prevjous ([mages to the
vidloon output for a glven Image (1,8, the vidicon surface
has a memory), Resldual Images are partjally removed using

callbration tables and previous |mages,

13




regletration |n detal|,

OIFFERENCE ANALYSISI Once two Images are both
geometrjoally and ophotometrically a|lgned, the analys|s of
differences between the Imajges can beglin, Certaln classes
of known dlfferences are eipected, These Inc|ude albedo
differences due to errors In the photometrio mode! of the
planet, varlations of “he photometric function from place to
place on the planet, and errors due to the affects of s|opes

(such as orater rims) on the photometric function,

Glven Images whioh were taken w|th approximate|y the
same |llumination, view and phase angles, the above sources
of error should be minimized, The Mar|ner ‘71 M|sslon B
Images near perjapsis are [ntended to satisfy the abgve
requirements, and hence these sources of error (except for

reglona| varlation of the ophotometr|c function) can be

largely Ignore~

The remaining albedo differencee can be attributed to
tempora| varlations of the photometr|ic function due to such

phenomana as clouds, dust storms, etc,

Ane|ys|s of these albedo variations requires that ¢the
plxel by pixel ajbedo dlfferences be reduced to area
differences and other graphlical representations, One usefy|
form of area d|fference display Is a drawing of albedo

difference contour |Iines, [f the albedo d|fference has a

14
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well deflned outiine then =& drawing of this outiine |s
useful, Another useful dlsplay of differences |s a graph of
the slize of an gaibedo difference area versys time (for a
fixed difference leve|) or a graph of the magnitude of the

albedo difference versus time (for a fixed area),

Chapter V] describes these di¢ference ana|ysls

teohniaues,

1,C NOTAT]ON

To faclllivate the printing of this dissertation by the
fime printer at the Artificial Inteijigence Project, some
comprom|ses |n mathemat|cal notaticn were made, In
particular, Superscripts and subscr'its are not possibije,

and many standaprd mathematical symbdbols do not exlst,

Conseauently, the scholarly use of an atundant oollection of
Grook letters other than @, B, and € wlli not be found

heore, ?

ZERO! 2ero |s printed with a sjash through |t:

zero = 0

EXPONENTS! Exponents are denoted by the ALGUL 40

notation, A to the power N |s written as!

A*N,

} |
i 15
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INDICESt Indlices of vectors angd matrices are written |n
the ALGOL 60 notatlion as:
ACI+,J] » VCk]

VECTORS! Vec:ors whioh ars formed from a coljection of
scajar expressions are surrounded by parentheses:

(urv) 4 (xsy,2)

When |t |s necessary to specify a cojumn veotor. the

transpose notation |s used!

{xeyr2)’

MATRICES! Matrices which are formed from a ocollection
of scalars expressions are wrltten Using as many |Ines as
there are rows In the matrix, Thus, the 3x3 |dentlty matrx

would be written:

>

n
DS
Srew
Ll .~

The transpose of a matrix M |s written!
transpose (M) ®» M/
The Inverse of matrix M |s wrjtten!

Invi(M)

16
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INNER PRODUCT! The lnner produot of two vectors V1 and V2 ls

wrlittent

<V1i,ve>

EXPRESSIONS: Ar|thmetic operations between scajars,
veotors and matrices are denoted In oonventiona|
mathematica| notation whenever nossible, Consequently, a
particular 9ymbo|: suoh as @, can mean d|fferent cperations

depending upon the context,

EUCLIDEAN NORM: The |ength of a vector V (Euclldean

norm) Is writtent

BRAN

INTEGER FUNCTION! The Integer part of a re&! numbar X
(l.0, the greatest Integer not exceeding X) I|s writtent

tx3

SUMMATIUNG The sym of an expression over an |[ndex
varlable I8 written using two |Ineal the firat contalin|ng
the word "sym" fo|lowed by the expresslion, and the Second
Ilne contalning the name and range of the Indewx of summation
under the word "sum", Using th'!'s notaticn, the product of
two matrices A and B would De wrlittent

CEI.JJ s aym A[',kl.atko.j]
1<ksn

INTEGRATION: The Integra| of an expression Is wrltten

17
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analogous|y to a sum, The [ntegra| of funotion f(x) over
the range (=1,1) (s wrltten!

Integral f(x)
-1SxSq

1,0 VOCABULARY

Some of the words wused |n tn|s dlssertation are
unoommon, some are |oca|lsms, and some are high|y teohn|cal,

Therefore, some such words are defined!

albedo = The ratio of the ref|egted I|ght to the Incldent
llght norma| to a surface, A white Lambertian
surface, normg| to the I|noldent sun|ight, would have
an albedo of one,

apoapsis = apogee - The point In the orbit most distant from
the planet,

perlepsis = per|gee- The point In the orblt closest to ¢tne
planet,

pixe| = Abbreviation for "ploture e|lement', referring to the

light value ot a polint In a ploture,

The next four ohapters descr|be In detal | the

teohnlaues for normallzing and register|ng Images,

18
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CHAPTER 1!

GEOMETRIC JMAGE NORMALIZAT]ON BY "UEAD RECKONING"

Image norma|lzation by '"dead reckoning” refern ¢to
technlauee which gsometrically and photometrioally register
Images using only callbration |[nformation syoh as ocamera
pos|tion and orlentation, oamera seons|t|vity, e%tec, rather
than Information contalned within the |[mages themse|ves,
The aquallty of such normallzetion teohnjaues |s determined
by the quallty of the callbration [nformation, For Marlner
6 and 7, errors |n the ca|lbration result In a geometric
misregletration of 5 to 10 pixe|s (25 to 50 k|lometers on

the surface),

PROBLEM! Glven two Images taken frem different
spaoecraft (camera) pos|tions and orlentations, possibly
from different spacecraft (cameras), geometrically transform
the reglen |In each Image which |s common In the soene (on
the surface of the planet) so that the ¢two |[mages can be

oompered plixe| by pixel,

19




DEFINITION! An [mgge |9 a rea| function of two variabiles
Flusv) representing the |Ight |nteneity recelved at point
(usv) on the Image plane of some Imaging device (eg, a

oamera),

All of the Image ecanning systems of Interest, however,
are dlecrete systems whioh quantize the Ilght |evel at a
fixed number (Gg, 512) of Intenelty (evels over a fixed

rectangular array of polints (eg, 945 x 782),

Such dliscrete Imaging systems, furthermore, encods the
[lght eve| Integrated over an area rather than at a point,
This Integration can be forma|lzed ael

Fixsy) & Integra| ( fly,y) & g{x=i,yav))
--(u,v(#-
where f s the Intenelty funotion at a point and o s the
"polnt spread” functlon of the Imaging devioe (Fosenfe|d
(1969),p 44), which |s usually adJusted by cptica| or
electronic defocusing to minimize the errors dus %o allaeing

Introduoed by discrete sampling,

In terms of scene coordinates, there ex|st two
geometrio transformations T1 and T2 which map coordinates of
polnts In the Images !1 and 12 Into scene coordinates, sugh
that when (ul,vl) and (u2,v2) repreeent the same po|nt

(X,y22) In the scene) the fol|owing Is trye!

20
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TiCul,vl) = (x,y,2) 8 T2(u2,ve) (2,1)

The next sections derlve ¢transformations Ti and T2

using geometric models for the soene and camera,
11,A GEOMETRIC FMODELS

PROJECTIONS OF SCENESt A projeotion of a soene s gsome
geometrio mapping T{(x,y,2) which maps the coordinates of
polnts |In the 3«0 soene |[nto ocoordinates of the 2D

projected Image, Some points In the scene do not map td the

projeoted Image (e,g, points on the opoosite side of an

% object be'!ng viewed by the eye),

The moet fam|||ar projection |Is the perspeotive
orojection (Flg, 2eia), which maps the point Ps In the 3-D

scene Into the point Pl whioh Is the |ntersection of the

o

Image plane ang the straloht |ine through the |ens center 0

and Ps, If there.ls any other po|nt Pa on the |Iine between

i PR N

0 and Ps, ther Ps |s sald to be “occ|uded” by Pa, Occluded

polnts are not mapped to the |mage plane,

Another uesefyl! projection |8 the srthographlc

projection (Flg, 2-1b) whioh maps the point Py in the 3D

m— (R . L, —

scene Into the point P| such that Ps 's on the ||ne norma|

to the Image plane at P,

CAMERA MODEL! The camera can be Qeometrically mode|ed

as a lens center and an Image plane (Fig, 2-1a), At each

21
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Figure 2-la.

Perspective Projection
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Figure 2-1b. Orthographic Projectioun
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Figure 2-1c. Inverse Perspective Projection
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polnt (uyv) on the (Image plane, the ocamera records the
amount of [|ght recelved from the scene ajong the ||ne
through the |ens center and point (usv), Thus, the camera
Is sald to generate a perspeotive Image of the soene, [n
order to normallze I(mages taken from different camera
positione, It I's necessary to determ|ne the scene

coordinates of points |n the perepegt|ve [mages,

SCENE MODELS: Theoretically, general scenes are easy to
mode| geometricalily, but In practice this oan be very
difficuit to accomp|ish, A very genera| class of scenes may
be modeled by aseuming that the scene |s made from obJects

whose surfacee are obaaue and are deecribed by a funct|on

Hix,yr2)80, A scene consisting of a sphere of rad|us r

centered at the orlyin can thuys be mode|ed!
; HiXoysZ) ® x02 + yt12 ¢ 202 = re2 = D (2,2)

The planet Mars can be approx|mated by an objate spherold
; with equatorjal radlus Reqs33%93,4 km (equator In the xey

plane, wlith 2z80) and polar radlus RpoiI=s3375,6 km (poles

along the zeax!s), Wlth th|s model, H becomesns

Hix,y,Z) 8 x*2 + y*2 ¢ (z#Rgq/Rpo|)*2 - Req*?2, (2, %)

11,8 THE [NVERSE PERSPECT]VE PRQJECTION

Inverse projectione map coordinates of polnts (n Images

whlch are projections of scenes, back |nto coordinates In

25
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the Scene, Geometrjic mode|s for the scene and the

projJection are required In order to Invert the projection,

The Inverse perspesotive Image projection Is the
projection from two dimensional| perspect|ve Image
ocoordinates to three dimensional spatial ooordinates, Thls
projection maps polnt (y,v) In the perspective Image p ane
to the olosest point (x,y,2) |n the 3=0 scens which I8 ajong
the |Ine through the |ens oenter and (uU,v), Any point along
that line Is glven |mn camera re|ative coordinates (the Jens
center |s the orligin, with axes u,v, and w) as a funotlon of
the depth parameter d as de(u,v,f}, where f (s the [mage

distanos of the ocamera (Flg, 2e10),

To traneform camera rejat|ve ooord|nates |[nto scene

relative goordinates, a |inear transformation L |s defined!

LCu,v,w)) 3 RGu,v,w)! + Pgc (2,4)

where!

1) R 1o a rotation matrix from camera Spaoce orlentation to
ecene orlentation, Appendix A derives matrix R from
geometrlo callbration data,

2) Pc |s the nosltion of the camera rejative to the

orlgin of the scene coord|nate systen,

Using thesa definitions, the |nverse persperst|ve

projection T of polnt (usv) |e def|ned In scene coordinates

26



by finding the unknown depth parameter d such that!

TCupv) 8 Ltd®(uyvet)’) (2,5a)

s R(de®(u,v,f)’) + Po (2,5b)

s deR(u,v,f)’ + Pg (2,5¢)

such that d>8, dsmipn, and (2,6 )
2 = H ( T(ysv) ) (2,7n)

= H ( deR(y,v,f)’ + Pc ) (2,7b)

where the primed vectors denote ocojumn vectory, Equaticen
(2,5) vrequlres that T(u,v) be a perspect|ive view of the
scene from a camera at position Po witn orlentation deflined
by R and wlith |mage dlstance f, Equation (2,7a) reaulres
that T(u,v) be a point In the scene, and (2,6) requires that

It be the polint closest to the camera,

Using the above definitions, the perspective projaction
T* |s the Inverse of T and can be def|mned as fol|ows:

Let the transformation T" be deflined:
T"(x)y,2) ® [nav(R)®((x,y,2)'=Pg) (2,8)

where Inv(R) |s ¢the Inverse of matrix R, Nocte the

followlingt

T"(T(usv)) & T"(R(d®(u,v, 1)) + Pe) (2,92)

Inv(R)®(R(d#(u,vs?)’) = Pc + Pc) (2,9b)

Inv(R)Y®(R(d®(u,vs?t)’)) (2,9¢)

deCysv, )’ (2,94d)
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(Upvaw)' & TH(x,y,2) (2,10a)
then, the perspective projection T' |g dsfined asl

(u)v)
T/(%)ys2) ® { & vweee (2,10b)
W

Note that wsgef,

11,C SPECIAL CASES OF TWS INVERSE PERSPECTIVE PROJECTION

Eauations (2,5-2,7) are |n general very dliffioult to
solve becausn of the oomplex|ty of H, Thls seotion derlvss
thelr solution for the speclial omses of spherical and

gpherc!da| scene mode|s,

SOLUTION FOR A SPHERE! The Inverse psrspective
transformation problem can be eas||y solved for known camera
poeltion and orlentation with respect to a sphere, In
particular, for a sphere of radlus r centered at the scens

orlgin, we have for & glven point P on the sphere!

[IPIT = r, |10, F’x’E*Py’Z*PZ’Z 5 l'?2| (2,11

So, glven the perspective projegtion of P In Image

coordinates (u,v), we know thatl
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B % [ |TCusv)||*2 = pe2 (2,12a)
" |IR(d®(u,vif)’)ePc||*2 = pe2 (2,12b)
® | |R||*2% ) |de(y,vsf)’|]|*2 (2,12¢)

+ 29CR(de(y,v,?)’),Pe>

+ ||Po||92 LY

de2 & | J(uyv,t) (|2 (2,12d)
+ 2894 & (CR(u,v,?)',Pe>

+ | Pcl|*2 = r*2

d Is found by solving the quadratic equatient

d ® (=b = sqrt{br2=4agec))/(24,) (2,13)
where
a5 | [Cusvef) |12 8 yt24ye2+fe? (2,44a)
b = 2a<R(y,v, 1) ,Po> (2,14b)
6 = ||Pgl|*2=p*2 (2,14¢)

The smajler sojution (= sqrt) of the quadratic equation |s
the only meaningful one sinoe the polnt on the sphere
corresconding te the larger solution Is at a greater
distance from the camera and Is therefore occluded by the
polnt ocorreeponding to the smaljer s3|ution, Comp|ex

so|lutions correspond to camera reys which do not ‘ntersect

the sphere,

SOLUTION FOR AN SPHWEROID! The solutien for a 8phere

easl|ly general|zes to a spherold by Introducling an

29



sccoentricity constant & ajong the z-ax|s (North to South

pole ax|e) euoh that!

X*2 ¢ y*2 ¢ (e®2)2 ® p*2 (2,1%)

1f the eocentricity matrix E |s defined as!

100
ExsP10 (2.16)
[ )

then d |s found by so|ving the fo|lowing quadratio equation!

D s |JEST(y,v)||e2 = rel (2,17a)

3 |JEs(R(d®(usvaf))*Pec| |2 = r*2 (2,17b)

s d*2 & ||E@R(u,v,f)|I*2 (2,17¢)
+20deCE@R(y, v f) E(Pe)>

+{IE(Pe)1|*2 = rte

11,0 EXAMPLES OF GEOMETRIC NORMALIZATION

This section contalne eoxamples of the geometric
normallzation technlques applled to far-encounter Mariner 7
pletures of Mars, These plctures were taken when the
spacecraft was sufficlentiy far from Mars to see the ent|re

dlsk of the planet,

Figure 2=3 shows the disk of the planet (the clrole)
with the nmorth pole at the top as seen from an orthographlec

projection In the dlrection P latitude, @ fongltude (1,0,
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(0 lat,, 2 long,) |s the oenter of the ojrcle), The dotted
Iines surrounding the clrole Indicate the outiines of two
plotures which are designated 7F75 and 7F78, The vectors In
the clrcle Indlcate the direction to the spacecraft and the
eun from the oentra| polnts of the two plctures, The Square
Indicates the area on the surfage for whigh an orthographle¢

projeotion of eaoh plotyre wi|| be generated.

Flgure 2=4a shows the area ¢f the ploture 7F75 (the
dotted area) which |s speelified by the square In flgure 2.3,
The reotang|e Is the 945x702 plixe| outline of ploture 7F75,
Simllariy, flgure 2-4p shcws the area of 7F78 which |s to be

orthographically proJected,

Flgures 2<5a and 2<5b show the plctures 7F75 and 7F78,
as seen from the spacecraft, Note that the orater (N]x
Olympioa), which |8 In the upper midd|e part of 7F75, Is |n
the uoper rlght part of 7F78, This |s because the planet
rotated by 34 degrees becween the two Dplotures, A scale

factor difference |s also obv|ouys,

Flgures 2-6a and 2-6b show the orthographlo mnroject|on
of eaoh image as specifled by flgures 2«3, 2-4a, and 2=4p,
In these normallzed plctures, the crater |o0oks about the
same, and varlous features match, However, there |s a

definlite geometric error In the reglistration of these

Images,
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CHAPTER 111

ACCURATE GEOMETRIC REGISTRATION OF NORMALJZED IMAGES

111,A FORMAL DEFINITION OF GEOMETRIC MISREGISTRAT]ON

Let ue suppose that we have two geometrloa||y
normallzed Images (F1,Ty) and (F2,T72) where ¢the T| are
traneformations from Image ooordinates to actual 3-space
ooordinatees, rather than those opredioted by Chapter |1,
whlch oontaln errors due to the oamera and soene mode|s,
The FI| are the Intensity funotione (n the [mages, The
Images are eald to be "geometrioa||y misregistered” at point
(uav) |

Ti(u,v) # T2(u,v) (3,1)

We will dufime two functions duftusv) and dvlu,v) Whioh
represent the mieallgnment of two [mages [n the u and v
directions respectively as a funotion of the poeltion In the

Images ae!

(dulu,v)sdviusv)) & {(dusdv)ITa(u,v)BT2(usduy,v+dv)) (3,2)
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Flgure 2=3 _
Orthographlc ProJection
of Mars
¥
“lgure 2-4a Flgure 2=4b
7F75 Window 7F78 Window
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Filagure 2=5a
7F75 Orilglinmal

e
Filgure 2-6a
7F75 Neormallzed

Figure 2=5p
7F78 Orlginal

Figure 2=6b
7F78 Norma||zed



These misailgnment functions te|| us that, glven a polint

(urv) In [mage L1, this same polint In the Scene |s at

(usgusvedv) In Image 2,

If we have the mleallgnment funotions defined at every
poilnt In the disorete Images, *hen we ocan define a new Image

(F3,73) which |e exactly registered with Image 1 as follows:!

F3(usv) B F2(u*dulusv)yvedviu,v)) (3,3)
(assuming an adeaquate mode| for F2 between data polints)
T3Cusv) = T2(u*dulusv)yvedviu,v)) (Z,4)

t Ti(u,v)

The next sectlions empirically derive the misallgnment

funotions for a palr of Images.
111, MODEL FOR MISREGISTRATION

Becauees of geometric errors primarily In the Mariner
'é9 camera mode| (camera position and orlentation), Images
whlch have been geometrically norma|lzed by "dead reokoning"
are not exactly reglistereq, It can be Shown that sma||
errors In the camera mode| cause primariily a transiationa!
mieallognment between geometrically nermal|zed [mages, There
are aleo smaj(| rotational and sScale factor oerrors, Higher
order errors might exist due to reeldual distortions In the

optics and errors In the 3=0 mode| for the scene,
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One might observe that g|lven ¢two Images which are
approximate|y allgned, people very easl|y mateh most
features (such as oraters) wh|ch correspond, However, the
mechanisms used |n |[mage match|ing by people are not
neoessar| |y those best for automatic |Image allgnment by

computer,

The predom|nant ity transiationa| nature of the
misellonment of |Images suggests that, when |ocal areas |n
Images are appropriately transiated, the |magss wl|!| matgh,
1f the two |[mages were taken undes suffliclently sizul|ar
photometric conditions (such as |[jumimnation, ocolor f|lters,
etc,) then the aua|lty of the match can be measured by
statistioal cross correlution, The registration technlique
which has been developed IS to maxim|ze the |ocal cross
correlation of the Images as a functlion of the transliation

of ons |mags with respect to the other,

An ajternat|ve procedure woul|d be to search one |[mage
for a distinct feature such as a crater or some other
topoqraphic feature, and then searoh tne second Image In a
predicted area for the same feature, Such feature
recognition, however, reauires that each Image which 1Is ¢to
be alloned oontaln the necessary number (and quallty) of the
types of features which can be reoognized, Experience wlth
a crater finder [1] shows that In order to rellably locate

eraters, the contrast of the crater rims must be ogoo0ds, and
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that the signaleto-nolse ratio must be hlgh, Even whan
thase oconditions are met, the cross oorrejation all@nment
procedurs sseme to be euner|or, because of Ite relat|ve
Inssnsitivity to different types of terraln and to nolse,
There also appears to bs no Inheren’ spoed advantage for a
feature deteotor, One outstanding virtue of a orater f|nder
would be the abl|lty te |ovoate graters and develop a 3=«D
depth mode| so that the photometrie errors due to crater
slonss eould be removed, Suoh s|opes, however, cauge
sloniflicant errors on|y when the ||lumlnation and view|ng
angles are quite different between the plotures belng

regletered,

Cross correjation maximlization was selected for
geometrie allgnment, beocause of Its simpllcity ang

appllicabl|lty to varylng terrains,

C1J A crater finder was ageveloped wh|eh looks for h|gh
contrast edges whlc- contain |arge clrcular arcs, Many
craters are racognlized by the fractlon of thelr r(m whieh |s
& high oontraet crescent, The outs|de curve of the crespent
|s a clroular are with approximately the same radlus and

center ae the orater,
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[11,C CROSS CORRELATION AS A MEASURE OF THE QUALITY oOF
REGISTRAT]ON

Correlation |Is a statistica| measure of agreement
between two funcgtjons, For two random var|lables * and Y
defined on a dliscrete set of n polnts, thelr norna|lzed
oross correjation (cor) |s defined |n terms of the means (E)
and etandard deviat|ions (sd) asi

E(XeY) o E(X)OE(Y)

OOP(XpY) L] Tesesevg Iteeveveagw ‘3.5)
sd(X) » sd(y)

where
E(X) = sum (XLI1J) 7/ n (3,6)
151¢n
and
sd(X) = gart ( E(X*2) « E(X)*2 ) (3,7)

To app|y oross correjation to an area of two Images
with Intensity functions F1 and F2, the one dimensiona| sum
In equation (3,6) becomes two dimensional, and we maka the
following definitions for <the varjablee X and %, Glven
(u)v) ae the center of a (2n+1)x(2n+i) area to be ocorre|ated

and a (du,dv) transjation veotor, define X and Y as!

XClyJd = Fl(leymn, Jeven) OS5I, JS2n (3,8a)
YEIlsJd = F2(l4y=nedu) Jev=n+dyv) (3,8b)

The rormallzed corre|ation fungtion has the oproperty

that |t does not vary with the el2e of the correlation area,
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or with the means and standard dev|ations of X and Y,
SubJectively this guarantees that the correjetion function
Is not affected by the average Intens|ty leve| and leve| of
oontrast |n the window, The aquallty of the correlat|on
measure |s, however, strongly related to signal=to~no|se
ratio, Inoreased nolse will Inorease the standard
deviations |n equation (3,5) without |ncreasing the product

term L(Xeoy),

Thie effect zan be derived by assum|ng that the two
windows are Identical except for uncorrelated nolse, Then

they can be represented!
X ® 2 « NL , Y& 2 ¢ N2 (3,9a)

Where Z Is the "true" value of window, If Ni and N2 are
unoorrejated nolse, and hcve the same standard deviations,
then, the cross ocorrelation of X and Y |s!
E((Z+NL1)®(24N2)) = E(2+N1)®E(2+N2)
oor(x'v) 8 LA A LA L LR L L L LR LI R N R i (3.9b)
sd(Z+N1) & gd(Z2+N2)
EC(Zed) = E(Z)*E(2)

[ L I g . (S.QC)

sd(Z+N1) & sd(Z+N2)

var(Z)/var(2+N) (3,9d)

1 = var(N)/var(2+N) (3,9e)

where var |8 the varlanos, HIgh uncorrelated no|se leve|s

oonsequentiy wll| decrease the vajue of the correlat|on
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function, This syggests that the correlation functjon
should be evaluated only |In areas where the standard
deviations of the w|ndows are signiflcant|y oreater than the
standard deviation of the nolse, and that the search for
max|mum correlation should find a oorreiation  va|ue

approximately equal to the va|ue of eguation (3,9e),

For a desired |eve| of correlation auallty, the wlndow
s|ze ocan be adjusted according to the |ocal standard
deviations of the two |mages, |[ncreasing the w|ndow 8|ze
(l,9, Inoreasing n) exoess|vely wl|| cause poor resuits duye
to non=transjat|ona| (rotat|ion and scale factor) distort|ons

between the two Images (Append|x B),

I11,0 LOCAL CROSS CORRELATION MAXIMIZATION TO DETERMINE
LOCAL MISREGISTRATION

Analyses of the errors |n ths Mariner 6 and 7 geometr!c
mode| show that |[mages whlch are ncrmal|zed by "dead
reckoning” should contain primarl|y trans|ational errors In
allgnment with sma||er rotational and scale factor errors,
The resulits |n tables and flgures 3«1 to 3«7 oonflrm thls
vrealction, and sShow that constant transjational errors
dominute other errors by a factor of more than 1011, The
presence of non~trans|ationa| errors puts an upper |im|t on

the 3|2a of the (2n+1)x(2n+l) corre|ation window,
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Therefore, to allgn two [nages using ourrelation, It |s

sufficlent to find tihe (du,dv) transliation of one Image w|th
respect to> the other whieh maximlzex the value of <he
oorrelation funotion around eaoh polnt (u,v) In the Images,
This (dusdv) transiation |s oal|ed the "m|sal|gnment veotor"
for the area of corre|ation ocentered at (usv), It has not
been necessary to maximlze the ocorrelation with respect to
other parameters such as rotation and scale factor changes,
because the magnitudges of these errors are smal| rejative to
trans|ational errors, and It |s possiole to find the |ocal
correjation maximum using only transiations, These higher
order errors are found when many different m|sal|9nment

vectors are mode|ed over the entire Image as described |n

lI1.E,

SEARCH FOR MAXIMUM « STRATEGIES! The subjeot of thls
section |s to describe two different strategles to Search
for the transiation vector whlich Dproduces the max|mum
oorrelat|ion between two Images, The predominant constant
transiational misallgnment suggests that the search for
max|mum oorrelation Should be oonfined to the nelghborhood

of that predominant crror vector.,

The orimary reason for conslidering these search
strategles |3 to reduce the number of svaluat|ions of the
corre|at|on funct|on and thus Improve the performance of the

Image registration system,
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The allignment strategles are!

1) Giobal strategy! determ|ne the predominant global

misajlignment of the two Images,

2) Loce| strategy: determine the |ooa| misa|lgnments of the
two |mages by searching In |Imited relghborhoods

predicted by the global mleal|gnment mode|,

GLOBAL SEARCH STRATEGY! The purpese of the g|obal
soarch strategy |Is to search for the transiatlion vector
which produces the maximum correlation bstween two Images
wlthout knowledge to lImit the g3gearch to a smalj
nelghborhood, Because the correlatien function Is evaluated
only at integer values of the (du,dv) displacement vector,
the global searoh strategy oould be Impiemented by
exhaustive evajuation of the correlat|ion function at al|
Integer trans|ations, However, some analysi|s of the
oorrelation function, and the areas of the |mages being
oorrejated, shows that one oan [[mit the number of

evajuations of the correlation function consliderably,

If one knows the sharpness of the correlation peak gand
Its amp|itude refiative to other relative peaks, then one can
determine a esearch grid spacing which wli| guarantee finding
the absojute peak, [f for Instanoce, the absojute peak |s k

unlts wide at the level of any other re|ative peak, then the
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global search can be carriesd out on a kxk grid, reducing the
number of evajuat|oas of the oorrejation fuynction by a
factor of k*2 (ses flgure 3=0a), Var|ous parameters (such
as window size, spatial averagling, stc,) can be adjusted to
oroaden the peak sufficlentiy to ajlow *|ex|Lle cholce of
the grlcd spacing (Flgs, 3~20 and 3-0d show the effects of

spatial fl|ltering on correslation),

[f one wants to search for the correjation maximum by
evaluating the correjation fungtion on|y at polnts on & kxk
plxel arld, ther the samp|ing theorem says that ons should
Iimlt the freauency spectrum of the correlation functlion to
spatial wave|engths I|onger than 2k opixels, This I's
successfu| only |f the power sSpectra of the two |mages have
suffliclent power at spatial wave|engths Ilonger than 2k
pixels, The dlisadvantage of |ow pass spatlial filtering |s
that high spetial frequency Information, which usually best
oharacter|zes topographlc features, Is |ost, Therefore, a
searoh for the |ocai correjation maximum of unfllitered
Images |s des|rabie In a |Imlted nelghoorhood around the |ow

frequency max|mum,

LOCAL SEARCH STRATEGY!? When the predom|nant
trans|ational misa|lgnmert between two |mages |8 known, the
searoh for the |oca| misajignment can be |Imited to a smaj|
nelghborhood, thus |Imlting the number of evajuations of the

correjation funotion, The |oca| search sStrategy beg|ns
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searching for maximym oorrs|ation starting with a
tranelation veotor which !e predicted by a misreglistration
mode| based on the predos: nent global misregistration vector
and previous J|oca| recistration veotors, The stratsgy
searches a |Im|ted clstanos In B8 different direotions
jookIng for a maximym, A hli|=climb search thsn follows,
untl! a (dusdv) point |s found suoh that all 8 nelghbors

glve a |ower oorrelation vajue,

MODELING THE CORRELATION FUNCTION AT NON« INTEGRAL
TRANSLATIONS! Glven the values of the correjation function
at a discrete set of |nteger transiations, |t Is wusefu| to
mode | the function at non=-Integral trans|at|ons using
Interpolation or, squivalently, f|ttina ||rear combinations

of functions (such as polynomja|s) to the data,

In partioular, one can fit a polynomjal In 2 varlables
to the correlation function at known transjations, and sc|ve
for the max|mum of the polynomlal, The method chosen was to
use a least sauares flt of an Nth order polynomisl In 2
varlables, and so|ve for |te maximum using a 2-dimens|onal
general|zat|on of Newton’s msthod (Kowallk ([1968) opp,
65=71) |n the vicinlty of the maximum emo|rical value of the

=orrelation function,

Although It Is difflicult to prove that the correlatlion

function can best be approx|mated In this fashlon, there ls
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eome evidence that |t ecant

1) Erplrical wevidence! Inoreasing N, the order of the

Polynomials flt to the oorrelation surface, produces
quintueles (uCi1J,vCI1J,duCldsavEli],oCId) which are
better modeled by sectlion III,E |In terms of RMS
error (the c(I) are the values of ths oorrelat|on
funotion wWwhich are used as welghting coefficlints

for the |east squares f|t In section [I1],E),

2) Theoretical evidence! The correlation function tends ¢to

be smooth and radially symmatric about Its max|mum
value (see figs, 3=0a to 3=@d), From the Four|er
analysis point of view, the Fourler transform of the
correlation surface Is the produot of the Fourler
transforms of the two Images (ocomplex conjugate of
one of them), If the ¢two Images correlate we|]|,
then the correlation surface (s approx|mate|y
equivalent to the autooorre|ation surfaces of e|ther
of the Images, wh|ch tend to ve radlally symmetr | ¢,
It both Imeges have most of thelr spectra| power at
low epatlal frequencles, then the correlat|or
surface wil| also have most of |ts spectral power at
low spatial frequencles, and the correlation surface
will be corresponding|y smooth and broadly bpeaked

around the nomina| misregistration vector,
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Bl e s L I R S SO

EXPLANATION OF F]GURES 3J«Pa,b,csd! These flgures show
windows from pajrs of plctures, and cross sections of the
oorrejation surface In the vicinity of the correlation
maximum, These oross sections are graphs of the value of
the corre|ation function with one of the varlables dx and dy

changing and the other oonstant,

Flgure 3=0a shows the correlation function for a window
contalning the c¢rrnter Nix Ojymploa, The crude 30x32 plxel

windows are data from the plotures 7F75 and 7F78, The first

graph I8 the oorre|ation fungction with dx changing and dy =

E—.

8, The second grabh shows the oorrelation function with dy

changing and dx = 35, The correlation surface |s modeled by

P

fitting a Second orgder polynomial In dx and dy to ©polints
around the oorrejation peak (dx ® 35, dy = 8), The maximum
polnt on this surface |s found to be (dx = 8,08, dy = 35,38)
attalning a cOrrelation va|ue of W75, using a

[ two=dImenslonal Newton’s method,

Flgure 3=2b shows an area whilch does not oontaln any

particular features, The correlation function In this area

_— U

e 2190 smooth snd symmetric,

Flgures 3=B¢ and JI=-2d show the Dbehavior of the

B g—

oorrelation functlon when Jow frequency |[nformation |s

removed from a oplcture (these areas are from different

o

i Mariner 6 and 7 plotures), Filgure J=0c Is the correlation
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functlon for an nrea contalning severa] craters, Flgure
3=Pa shows the oorrejation funotion for the seme area after
low wratlal freauencies have been removed (subtracting the
loca| average Intensity oomputed over e 10x1P area from each
point), Removing low spatial frequenc|es clear|y reduces

the width of the gorrelat|on peak,

LI1,E MODELING THE MISREGISTRATION AS A FUNCT]ON OF POSIT]ON
IN THE IMAGE

There are severa| ajternative methods avalfable for
mode|ing the misajignment funectliens, One method Is Mth
order Interpojation (usuajiy M®2) In 2 varlables |n |oca |
reglons of the Images, Another method (whioh was chosen) |s
to fit polynomiajs |n 2 variabjes to the entire set of
misajlgnment vectors, and then minimize the mean sauared
error between the polynemiais and the empirical data points
(the method of jeast sauares), Interpe|ation |s good If the
errors |n the empir|cal data points ere small (that Is, the
correfrcion search always works wel|), and |f there are
enough data polints to adequately cover the entlre Imege,
Polynomia] flts to the entire Images were chosen beceuse

they have good sSmoothing croperties on no,3y deta,

The misregistration functliens dulu,v) and dvlu,v) are
empiricelly der|ved from n quintuples of the form

(ul1doviiJodulldsdviidycl13)) where (dul 1 Jedvi1)) Is the
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translation vector whioh maxim|zee the correlation ol})
between the 2 |mages over a w|ndow oentared at (ul|l,v[I1]),
For simpllolty, these functions were chosen to be Nth order
polynomia|s In 2 varlables of the formi!

dulu,v) s sum A[ |, Jleyejaye) (3,12)

psi+JSN

The traditional least squares apprcach |s to ohoose du(u,v)
euch thatt

sum (dululkl),vlk])=dulkl)*2 = m|n (3,41
K

= sum ( sum ACl,J)oulklt|ev(kle]) = dulk))+2 (3,12)
k 1)

This |eaet sauares problem degenerates to the sojution of an

3 (N+*1)#(N*2)/2 order system of |Inear equatjons, The
i

polynomia| for dv |s construoted simlijarly,

The RMS error of the polynomia| fit to the emplirical
data DPoints |s a good measure of whether the order N of the
polyromjals Is high enough, and |f |n fact polynom|als are
the approprliate functions ¢to fit to the data, To account
for the number of degrees of freedom |n the polynomial fi¢,

the following measure |s useda!

(dululkdyvlkl)=dulk]) 2
'qrt { sum cacewewceronsNmeenTssvanT ) (3.13)

Kk Nk = (N+1)a(N+2)/2

where Nk |s the numper of duta polnts,
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Since the emplrical data points represent a sampling of
a surface, we woyuld Ilke the pojynomials to model that
surtace everywhere as wel|l as sampje polnts, A useful test
Is to tit polynomlals to one set of samp|e points, and then
measure the RMS error between these polynomials and another

samplIng of the surface,

The above |east squares bl=variate polynomial
approxirations have been wused successfully to mode| the
migsreglistration vectors between Images, Tables 3=1 to 3«5
and flgures 3=1 to 3-7 show some actual misregistration
vectors and the resylits of flttijng colynomials of varjous

orders,

The tables contaln the m|sallgnment vectors (UU,DV)
which raximize the correlation funotion over a 21x21 plxs|
wingow centered at points (U,V), COR Is the maximum vajlye
of the correlation function, The residual error vegtor
(DUerr,DVerr) Is the d|fference between *“he empirical
(DU,0V) vector and the vector predicted by the polynom|a|
mode!, |lerror|| |Is the Euc|idean norm of the reS|dua]

error vector,

The flgures graphically s8show the data In the
oorresponding tables, The Square on ithe |eft represents the
entire area of the 200x220 plxe| plcturss, The vectors |n

the sauare start at polints (U,V) and have |ength ang
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dlrection (1@#DUerr,18eDVerr), The single digit at (U,V)
represents the va'ue of the correjation maximum (|,e, 20%
to 29X |s represented by 2), The clrcle repreeents residual
errors of one staindard deviation, The endpolints of the
residua| veotors (Dyerr,DVerr) are plotted rejative to the

oenter of the clrcle,

Tables and flgures 3=1 ¢to 3-3 show residua| errors
before bad misregistration vectors have been e|im|nated by
"plunder remova|" (explalined |ater), Table and figure 3I=-1
show the res|dua| errors from zero order polynomja| flts to
14 data polints, The predom|nant transiational error s
DUz34 and OVs9 pixels, The welghted RMS error IS 5,25
pixels, where data polnts are welghted aocording to thelr
correlation vajue COR, The ocorrected error of equation
(3,13) Is 5,65 pixe|s, To compare %the aquallty of the fit,
these corrected errors wll|| be used, Table and figure 3=2
show the residual errors from flrst order polynomlal flts to
the sare data points, The ocorregted error, which |s 4,47
sixels: has not been reduced much, Table and flgure J3=3
show the reslidual errors from a second order f|t, The
oorrected erryr |s 4,25 pixels, which Is not a slignificant

reduction,

Tabl|es and f|agyres 3=4 and J3-5 show res|dual errors
after 4 “blunders"™ have been removed, Blunders are

misregletration vectors wnlch do not flt any systematic
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mocel, These vectors result from cross correlating areas
where these |s some form of systemat|c dlfference between
the plctures such as clouds, or crater "shadows" which have
moved due to changes In |||um|nation, These blunders are
removed by finding resliduals (DUerr, DVerr) whigh are large,

and do not cluster with the other res|cuals,

Table and flgure 3-4 show the resldual errors after a
first order flt, The corrected error |s now 1,23 plxe|s,
The second order flt of table and floure 35 has a hlgher

corrected error of 1,18 plixels,

Flgures 3-6 and 3-7 show the res|dua| errors from flrst
and second order poiynomlal flts to a much larger (about 69
polnts) set of misa|lgnment vectors, after blunder removaj,
The lrst order (|t has a corrected error of 1,26 plxe|s,
which |Is falrly consistent wlth f|gure 3-4, The second
order fit has a correoted error of 1,02 pixe|s, whlch |s

somewhat better than the first order f1It,
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TABLE 3-1

POLYNOMIALS FIT TO ORDER 2 BEFORE BLUNDER REMOVAL

DUU,V)= 34,34
Ov(U,V)= 8,991

v
-60
=60
=60
«60
-20
-29
20
-20

a0

20

20

20

v
60
=20

20

60
-6
20

29

60
60
20

20

60
60
20

20

6e

DU
30,16
32,01
32,00
32,88
33,92
31,77
31,07
30,87
37,17
36,13
35,65
35,18
38,00
41,11
41,63
39,10

DV COR
10,73 ,68
20,73 .87
12,00 00

9,81 .74
4,89 )25
8,70 ,88
7,50 ,82
6,66 ,87
7,68 V77
8,69 ,79
6,68 2
6,57 ,85
7,00 .00
6,00 .53
9,23 .51
5,46 ,30

TOTAL WEIGHTED RMS ERROR= 5,25

r
I

#f;*

~.
;;RH“

\

/
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FIGURE 3=

RESIDUAL ERRORS FROM TABLE

N
N

s = MM W

OV err

.d,17
2,33
-2.34
-1,46
-.41
-2.56
-3.27
=3,47
2,83
1.79
1,31
.85
3,66
6,77
7.29
4,76

x’ﬁj —Hﬁhﬁu

OV err |lerrorl|
1,73 4,52
1,01 2,55

, 82 1,67
4,10 4,12
-, 29 2,58
-1,49 3,60
-2,33 4,18
=-1,31 3,12
..30 1.81
-2,31 2,66
2,42 2,56
-1,99 4,17
=2,99 7,40
, 24 7,29
-3,54 5,93

3-1,
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TABLE 3-2
POLYNOMIALS FIT TO ORDER 1 BEFORE BLUNDER REMOVAL

QUCU,VI=z 34,78 + ,7638@=-1eX =,88290=2aY
OV(U,V)a 8,783 = ,5617@-1#X =-,1997@-1aY

v v DU DV COR DU err DOV err |lerror]|
60 =60 38,16 12,73 ,68 -,56 =2,63 2.69
608 =20 32,81 22,73 ,87 1,64 8,18 B,34
=60 20 32,00 12,00 00 1,98 =1,7% 2,64
-60 6@ 32,88 9,81 74 3,21 «1,15 3,41
20 =60 33,92 4,89 .25 14 6,21 6,21
20 =20 31,77 8,7¢ .88 =1,66 =1,61 2,31
-20 20 31,07 7,50 82 2,01 -2,81 2,84
=20 60 30,87 6,66 ,87 =1,86 =2,85 2.76

20 =60 37,17 7,68 77 33 =1,18 1,22

20 =20 36,13 8,69 .79 -,36 ,63 73

20 20 35,65 6,68 .71 -,48 -,58 .76

20 62 35,18 6,57 .85 -,60 .11 61

60 =-6¢ 38,00 7,00 80 1,90 .39 1,94

60 =20 41,11 6,00 O3 1,56 19 1,58

66 2@ 41,63 9,23 .51 2,44 4,21 4,87

(Y] 60 39,10 5,46 .30 .26 1,24 1,27

TOTAL WEJGHTED RMS ERROR= 3,51

| \ ) f TN
| /e, ‘
% 5 gV,
x“ﬁ H ' . ‘ /
;hi . ?R\xkhxhﬁ%__fFfﬂffﬁ
- 24 o) 0.7

FIGURE 3-2 RESIDUAL ERRORS FROM TABLE 3-2
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TABLE 3=3
POLYNOMIALS FIT TO ORDER 2 BEFORE BLUNDER REMOVAL

DU(U,VIE 33,35+,085108X+,88580=-3eX2
-,01250aY-,3867@=3aXoY+ ,61570-44Y2

DV(U,V)z 8,861-,05670eX+,9649@=-30X2
-.7672@-2.Y+,2504@-3.x.y-.91300.3.y2

v v ou DV COR DU err DV err |lerrorl]
-60 =69 30,16 10,73 ,68 -84 =3,09 3,20
-60 =20 32,01 20,73 .87 W77 4,90 4,96
-60 20 32,00 10,00 .00 , 33 4,92 4,93
60 60 32,88 9,81 .74 58 -1,28 1.41
-22 =60 33,92 4,89 .25 1,42 2,96 3.28
-20 =20 31,77 8,70 ,88 -, 35 =1,57 1,61
20 20 31,07 7,50 ,82 -,86 2,26 2,42
-20 690 30,87 6,66 87  =1,07 .33 1,12

20 =60 37,17 7,68 W77 33 2,69 2.71

20 =20 36,13 8.69 79 ,29 ,89 ,94

20 20 35,65 6,68 71 ,63 -1,02 1,19

29 60 35,18 6,57 .85 77 1,91 2,06

60 =-62 38,00 7,00 00 -6,01 1,80 6,27

60 =20 41,11 6,00 .53 1,27 w2,42 2,73

60 22 41,63 9,23 51 67 51 .85

60 60 39,10 5,46 30 -, 62 -,63 , 89 1

TOTAL WEIGHTED RMS ERROR= 2,43

!

L J
:_,."'
g A0 C
]
[ ]
7 i K,‘
.'__ﬂ'
cuft1)= 33.35.CV(1)= ©.66

"= 2,STD DEV= 2 .43
L]

FIGURE 3-3 RESIDUAL ERRORS FROM TABLE 3-3
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TABLE 3-4
POLYNOMIALS FIT TO ORDER 1 AFTER BLUNDER REMOVAL
DUCU, V)= 34,04 + ,1213ex = ,02893sY
DV(U,V)I= 7,738 = ,0256#x = ,01850sY
U v ou DV COR DU err DV err (lerrori|
-60 -6 30,16 14,73 ,68 ,95 .34 1,01
«6p =20 32,01 20,73 , 20 3,63 11,08 11,66
-6p0 2¢ 32,80 10,00 .00 4,46 1,19 4,59
60 60 32.88 9,81 00 6,17 1,64 6,39
-20 =62 33,92 4,89 .20 65  -4,47 4,51
.20 -2¢ 31,77 8,70 ,88 -,66 .28 ,67
-20 20 31,07 7,50 ,82 -,53 -,38 ,66
-20 60 3n,87 6,66 , 87 11 -,48 , 49
2” '6@ 37.17 7.68 077 -016 -066 068
20 -2 36.13 8,69 79 -, 36 1,10 1,15
20 29 35,65 6,68 71 -, 00 -,18 .18
2a 60 35,18 6,57 , 85 37 .46 .99
6@ =69 38,00 7,00 .00 -3,38 -, 31 3,39
68 =20 41,11 6,02 W53 W96 -,57 .8¢
690 20 41,63 9,23 .00 1,92 3,40 3,90
67 6 39,10 5,46 , 30 ,23 , 36 ,43

TOTAL WEIGHTED RMS ERROR= W72

@)

» ? 7

CUl1]= 24 @4,CV[1)= 7.74
f= 1,STD DEV= 72

FIGURE 3-4 RESIDUAL ERRORS FROM TABLE 3=-4
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DUCU, V)= 33,51+,10154%+,24990=-3#X2

DV(uU,V)= 8,003-,02122sX~,1949@-3#X2

v
~69
-60
=60
=60
«20
20
=20
=290

20

20

20

20

60

60

60

60

(e en gl co e S

TABLE 3-5

POLYNOMIALS FIT TO ORDER 2 A¥TER BLUNDER REMOVAL

=, 019512Y+,16850=5ax0Y+,1330@-3eY2

=, 019864Y+,31080=30XsY~,76198~48Y5

) ou DV COR DU err DYV
-60 30,16 10,73 ,68 ,19
-20 32,01 20,73 , 00 3,24 1
20 32,00 10,00 .00 4,02
ég 32,88 9,81 ,00 5,25
-60 33,92 4,29 .20 69 -
-20 31,77 8,70 ,88 -,25
20 31,07 7,50 ,82 ~.18
60 30,87 6,66 ,87 -, 22
-6 37,17 7,68 77 -, 12
-20 36,13 8,69 .79 04
20 35,65 6,68 71 V39
60 35,18 6,57 ,85 ,23
-60 38,00 7,00 20 -4,14
-2¢ 41,11 6,00 ,53 17
20 41,63 9.23 0 1,46
60 39,10 5,46 .30 -.72
TOTAL WEJGHTED RMS ERROR= 47
[ ¥
L] 1 k|
3 J
&
¥ F 17
L] L1 -

FIGURE 3-5

Cul1)= 33 S1,Cv(1)= 0.0

= 2,STD DEV=

err

|
1,42
2,23
3,82
4,75
«,14
-,30

W15
-.37

95
-,52

16
1,17
-, 02
3,25
-, 23

47

Iterror]||

22
11,87
4,59
6,49
4,80
.29
.35
.15
39
W95
062
.29
4,33

3.57
.75

RESIDUAL ERRORS FROM TABLE 3=-5
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FIGURE 3-6 RESIDUAL ERRORS FROM POLYNOMIALS
FIT TO CRDER 1 AFTER BLUNDER REMOvVaAL

DUCU,VI= 34,20 + ,1283ex =-,0141aY
DV(U, V)= 7,297 =~ ,(0298G@-2aX =,6235a=24aY

s — )
d 1 3
‘\\ S o— 4o 7
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\, L]
T -9 }/—. ‘] [ 4 58
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s> » 3 — r
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1 v ‘ _» 1// cultls 33 28,Cv[1}= 7.29
M= 2,8TD DEV= 92

FIGURE 3«7 RES]IDUAL ERRORS FROM POLYNOMIALS
FIT TC CORDER 2 AFTER BLUNDER REMOVAL

DUCU,v)= 33,28+,1174¢:2¥+,5789@=-3aX2
-, 01508Y+,1627R«48xXaY+,13730-3aY2

DV(U,V)=z 7,294-,87360=28X=-,8608@-40X2
-,59370=2aY+,5122@-¢*X%Y+,51040=-48Y2



111,F RENORMALIZATION OF ONE IMAGE USING THE MISREGISTRATION

MODEL

Onoe the geometric misregistrat|on between two
normallzed Images A and B has been detected and medeled, a
new Image B’ can be generated using thls mode| such that B
Is In geometrio allgnment with Image A accord|ng to eauat|on
3,3, In practice, ¢this reaulres the substitutior of

utdulu,v) for u and vedv(u,v) for v In equations (2,12) to

<2|17)0

Flogures 3I=%a to 3«iP0b show the results of the
registration techn|aues preaented |n this chapter. Flgures
3=9a and 3-9b are the same as flgures 2~6a and 2-6b, Flgure
J=i@a Is the samg as flgure J3=9a, Flgure 3=10b shows the
result of renormallzing 7F78 to allgn with 7F7> using the

seoond orcder reglstration polynomia|s from figure 3=7,
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Figure 3=9a
7F75 Unallgned

Figure 3=10a
7F75 Aligned
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CHAPTER |V

PHOTOMETRIC NORMALJZAYION BY "DEAD RECKONING®

The photometric normajlzation probjem |s to determire
two functions Ritu,v) and R2(u,v) which define the
refjectivity oV *he scene at polnt (u,v) |n the respective
Images (and therefore at polnt T(u,v) |n the scens), The
refjlectivity functlion can be determined by "dead rackon|ng"
(from accurate ca|ibrations and modeis) !f the response of
the vidicon and the refjectivity functlion of the scene as a
functlion of the |ocatlon in the scene and the |I|umination,
view, and phase angles are preciseiy known, Images can be
chotometricaliy reglistered wl/th respect to some type of
errors |n the ophotometric¢ model, As for the geometrlc
mode |, the comblnation of the dead reckoring and
misregistration models I8 usad to define the reflectivity

furctlion R{y,v),

Glven the geometrlic amd photometric normallz<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>